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Background 

Chatbots development is increasingly popular 

How to evaluate their performance? 

Bye-bye 

Cya 

So long 

Nice 

Illustration only, not actual response 3 



Challenge 

Sequence based comparison to a reference response 

BLEU, METEOR 

Even among human experts, inter-annotator agreement is 

low 

For datasets used in the study, Fishers Interclass Correlation 

coefficient and Cohens Kappa coefficient are 0.5454 and 0.3736 

respectively between experts. 
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Proposed Methodology 

Classification: pessimistic/optimistic 

Regression for averaging score  

Apply various word representations and machine 

learning models to evaluate their performance 

Bag-of-words, Word Embeddings 

SVM, Random Forest, CNN, RNN 
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Dataset 

WOCHAT: IRIS,  TICKTOCK, and JOKER 

Annotated responses are either valid, acceptable or 
invalid 

Ground truth is constructed based on below three 

methods: 

Optimistic 

Pessimistic 

Averaging 
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Sample Conversations 

Turns Annotation 

User: yes, sorry to bother you with 

this 

Bot: It's fine, it's fine. 

Valid 

User: I am a geniuous 

Bot: My son pitched a no hitter! 

Invalid 

User:i'm not. i m going. bye-bye 

Bot: mrs florrick can i show you 

something 

Acceptable 
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Ground Truth Construction 

Data set Annotator 1 Annotator 2 Annotator 3 Optimistic Pessimistic Averaging 

Data1 Valid Valid Valid 1 

 

1 1 

Data2 Invalid Invalid Invalid 0 0 0 

Data3 Valid Valid Invalid 1 

 

0 2/3 

Data4 Valid Acceptable Invalid 1 0 0.5 
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Ground Truth Statistics 
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SVM and Random Forest 

Bag of words representation is used here, hence 

sequence information is lost 

SVM: maximize margin 

Random Forest (RF): bootstrap aggregation to reduce variance 
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Neural Network 

Two representative neural 

network type are evaluated 

(CNN and RNN) 

Word Embedding (word 

vector) 
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Neural Network Structure 
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Result and Discussion 

Baseline predicts majority of the class 

In optimistic case, almost all models perform worse than 

baseline 

In pessimistic case, all models perform better than 

baseline 
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Result and Discussion 
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Result and Discussion 

All models outperforms baseline in regression case, as 

expected 

Voting model of CNN performs well 

 

16 



Result and Discussion 

Models perform well in pessimistic case because they can 

predict valid turn based on opening and closing remarks, 

which are highly similar in most valid responses 

Most valid responses are short as well 

Using large vocabulary may have better performance 
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Resource 

Code used in this research is publicly accessible at 

https://github.com/yulonglong/ChatbotScorer  
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